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1. Introduction

Consider a parabolic partial differential equation (PDE)
au N
E:V-(aVu)—i—f, Xe R, (1)
with appropriate initial and boundary conditions
u(x, 0) = up(x) forallx € £2, 2)
ux, t)=g(x,t) forallx e a
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over a finite domain £2 C R, R?, or R3. Here domain 2 is split by a closed material interface I" into two subdomains,
RTUR" =0 and 2T N2~ =TI, where 2~ and 27 denote the inner and outer subdomains, respectively. In Eq. (1),
the diffusion coefficient «, in general, is naturally assumed to be spatially dependent and possibly discontinuous across
the interface I'. For the seek of simplicity, « is assumed to be piece-wisely constant in this work. That is, « = a~ in 2~
and @ = ™ in 27, where @, @™ > 0 and o~ # . Meanwhile, the source f(x, t) is also allowed to be discontinuous,
even singular, across the interface I".

Due to the discontinuity of « occurring on the interface I, the solution to above initial and boundary value problem
(IBVP) (1)-(2) shall be piece-wisely defined as u = u~ (x,t) for X € 2~ and u = u* (X, t) for X € 2. Moreover, the
unknown function u on the two sides of the interface I" is related by additional jump conditions

[ul =ut —u" =@, t), [au,] =a"Vut -n—a Vu -1=y({R,t), (3)

which are defined on the interface I" by taking the limiting values from both sides of the interface. Here functions ¢ and
Y are two known functions, and 71 is the unit outer normal direction.

Eqs. (1)-(3) constitute a mathematical model known as the parabolic interface problem, which is widely adopted in
multiple disciplines for studying interested physical quantities, such as heat or electrostatic potentials, propagating across
the material interface I" from one side to the other. In this work, the interface I" is considered to be fixed with respect
to time, while the spatial jumps ¢ and ¥ could be time dependent.

Finding the solutions to the parabolic interface problems is nontrivial. Exact solutions in closed forms are only available
in the simplest cases, for instance, when ¢ = ¥ = 0 and the interface I" is simple and regularly shaped. In practice,
solutions have to be numerically approximated for complicated interfaces. However, standard numerical procedures,
which usually seek for smooth solutions to Eq. (1) over the whole domain §2, cannot deliver accurate approximations, and
often fail to converge when the interface jumps (3) are significant. It calls for specifically designed numerical procedures
which can explicitly incorporate the jump conditions (3) into the discretization of Eq. (1).

In the past a few decades, a number of numerical methods have been developed to solve parabolic and other interface
problems. In general, methods for solving interface problems can be roughly classified into two categories: (i) Body-
fitted interface methods in which both finite element and finite volume methods [1-5] have been developed to employ
unstructured grids to fit the material interfaces in order to provide the best flexibility for handling complex geometries;
(ii) Cartesian grid interface methods in which sophisticated interface algorithms are indispensable to accommodate the
complex-shaped interfaces and jump conditions. One of the most successful methods is the immersed interface method
(IIM) [6], which manages to achieve the second order of accuracy by imposing jump conditions rigorously in the finite
difference formulations via local Taylor expansions. The IIM has achieved a tremendous success in solving parabolic
interface problems [7-11].

Recently, there has been a growing interest in developing interface algorithms in the framework of Alternating
Direction Implicit (ADI) methods [12,13]. The most attractive feature of ADI methods is their efficiency. As implicit
schemes, ADI methods typically allow using a large time step size for long time simulations. Moreover, in each time
step of ADI methods, a multidimensional system will be reduced to independent one-dimensional (1D) sub-systems of
tridiagonal structures, and such matrices can be efficiently solved using the Thomas algorithm [14]. From the algebra point
of view, the efficiency of ADI methods over usual iterative methods in matrix inversion can be justified by the fact that
ADI methods yield exact algebraic solvers which guarantee to stop within a fixed number of steps. Typically, for a large
system with a total degree of freedom N, the complexity of ADI methods is of the order N, i.e., O(N). Therefore, in solving
parabolic interface problems, it is desired to cope with interfaces in ADI methods, without affecting their efficiency.

In 1993, Li and Mayo [15] introduced a rigorous IIM-ADI scheme for parabolic interface problems with simplified
jump conditions. In this case, the accuracy of the central differences near interfaces can be recovered to second order via
adding some correction terms in the ADI formulation. Later, this IIM-ADI scheme has been applied to solve other parabolic
interface problems [16-18]. For the general jump conditions given in (3), the first ADI method that deliveries second
order spatial accuracy while maintaining O(N) efficiency is the matched ADI (mADI) introduced by Zhao in 2015 [19].
In the mADI, a tensor product decomposition is carried out to reduce jump conditions into 1D ones along Cartesian
directions. Then these 1D conditions are enforced to secure a second order of convergence. Such an interface treatment
is generalized from the matched interface and boundary (MIB) method [20,21] for general interface problems. Moreover,
a fast algebraic algorithm combining the Gaussian Elimination procedure and the Thomas algorithm was introduced for
solving perturbed tridiagonal linear systems so that the overall complexity is maintained as O(N). The mADI method has
been further generalized to the Peaceman-Rachford formulation [22] and for solving three-dimensional (3D) parabolic
interface problems [23]. More recently, a new [IM-ADI method has been developed based on an augmented approach [24].
By introducing new auxiliary variables on the interface, the addition of correction terms is able to handle general jump
conditions. The resulting ADI scheme is of second order accuracy in both space and time discretization.

It is noted that the interface treatments in the ADI methods are related to general interface algorithms, but have subtle
differences. Since the jump conditions (3) are prescribed in the normal direction, which is not along Cartesian directions,
the usual interface treatments naturally couple spatial derivatives in all Cartesian directions [25,26]. Nevertheless, to be
applicable in the ADI formulation, interfaces have to be dealt with in a dimension-by-dimension manner. It is crucial that
discretization in one alternating direction should not be simultaneously coupled with other Cartesian directions. Two
major types of strategies have been developed in the literature for this purpose. In the IIM-ADI methods [15-18,24],
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the jump conditions are satisfied multi-dimensionally through introducing corrections to standard central difference
discretization of the Laplacian operator. Such a discrete Laplacian operator allows a direct dimensional splitting, giving
rise to a new type of ADI methods. A different approach is employed in the mADI methods [19,22,23], in which the
jump conditions are decomposed in a tensor product manner to each Cartesian direction. This requires jump data in
tangential directions at the future time step, say t"*1. This process is essentially equivalent to the general MIB interface
algorithm [20,21]. However, in order to avoid unwanted coupling, the tangential jumps are estimated by using function
values at the current time step t" in the mADI methods. The numerically generated Cartesian jump conditions can then
be discretized in a single direction, so that the standard ADI methods [12,13] can be corrected.

In this work, a new ADI method based on the Ghost Fluid Method (GFM) will be developed. The GFM was first
proposed by Fedkiw et al. in 1999 for treating interfaces in multi-material flows [27], and was quickly adopted to
solve variable coefficient Poisson equations, as well as the viscous Navier-Stokes equations [28,29], in the presence of
interfaces where both variable coefficients and solutions may be discontinuous [26,30-32]. The GFM, together with its
variations, such as the gas-water version GFM (GWGFM), the modified GFM (MGFM) and the real GFM (RGFM) [33-36],
soon was widely used to solve the models for simulating the impact of strong shock on material interfaces [34,37,38],
interface deflagration and detonation [39], liquid jet [40], compressible/incompressible multimedia flows [33,36,41-54],
multiphase electrohydrodynamic (EHD) flows for a high electric Reynolds number regime [55], shallow water and ideal
magnetohydrodynamics [56,57], fluid-structure interaction [58-60], and so on. Analysis of the accuracy and conservation
errors of various ghost fluid type methods can be found in [61-63] by Liu et al. Recently, a second order GFM was
developed for the Poisson equation through appropriately using of auxiliary virtual points [26]. However, to our best
knowledge, the GFM has not been applied to solve the heat equation with interfaces.

Compared with more accurate interface algorithms, such as the IIM [6], the MIB [20,21], the Coupling Interface Method
(CIM) [25], and the second order GFM [26], the standard GFM [30] employs a very simple procedure for enforcing jump
conditions, albeit it only attains a first order of convergence. By completely neglecting tangential jumps, the normal
jumps are simply projected to Cartesian directions in the GFM, so that the resulting finite difference matrix maintains
symmetry. Such an algebraic property is not shared by other interface algorithms, and is highly desired for time stability
when solving parabolic PDEs. This is one major motivation for developing a GFM-ADI method in this work. Moreover, the
GFM and MIB methods share a great deal of commons to enforce the jump conditions (3) in the numerical procedure.
More profound investigations revealed that the mADI method [19], as well as one simple variation, can be viewed as
modifications/improvements of the GFM.

In particular, three ADI methods will be investigated in this paper. First, a new GFM-ADI method will be proposed.
Moreover, a new mADI method will be developed, which is constructed by simply replacing the quadratic polynomial
basis in the mADI method [19] by linear ones. This new method will be termed as MIBV1-ADI in this work, which has
the same finite difference matrix as that of the GFM-ADI, except that ignored tangential jumps at interface points in the
GFM now are recovered, resulting in more accurately approximated jumps enforced in the MIB-type methods. Finally, the
original mADI method will be called the MIBV2-ADI scheme in this work, emphasizing its second order accuracy. More
details about these three methods and their comparison will be provided in the following sections.

The rest of this work is organized as follows. In Section 2, the GFM and MIB methods will be demonstrated in one
dimension (1D) for the seek of simplicity. In 1D, the interface I" becomes a point and the normal direction T coincides
the x-axis. In this simplest case, one will see that GFM and MIBV1 methods produce the same formulas to impose the
jump conditions (3) via completely different numerical treatments, while the MIBV2 yields a higher order of accuracy.
In Section 3, two-dimensional (2D) GFM-ADI and MIBV1-ADI methods are established. In 2D, the normal direction at an
interface point, in general, does not coincide a grid line, resulting in different numerical formulas in these two methods.
In order to quantitatively compare the performance of the new methods, as well as the original mADI or the MIBV2-ADI
method, numerical experiments are provided in this section as well. In Section 4, all methods are extended once again
via a technique previously reported in [23] to solve three dimensional (3D) interface problems. Concluding remarks are
then provided in Section 5.

2. The GFM and MIB-type methods in one dimension

In one dimension (1D), domain §2 = [a, b] is a finite closed interval on the x-axis. This interval is then discretized by a
sequence of equally spaced grids, a = X < X1 < --- < X, = b, with uniform mesh size h. Point interface I" is denoted by
xr and positioned between x; and x;,1 for some i between 0 and n. The normal direction n coincides either the positive
or negative direction of the x-axis.

The GFM and a MIB-type method are demonstrated here by considering the numerical treatments for approximating
the term V - (¢Vu) in Eq. (1). In 1D, V - (@Vu) = (auy), and we denote its finite difference approximation as dyu. We
assume the spatial discretization is fine enough so that only two types of interface points can occur, as shown in Fig. 1.
In Fig. 1a, one interface point x, (red dot) positions in the subinterval (x;, x;1) and no other interface points occur in
adjacent subintervals. This interface point is named an irregular (interface) point. Without losing the generality, we denote
Xxr —x; = nh and x;,1 — xr = (1 — n)h for some 5 between 0 and 1, and assume u(x) = u~(x) on the left side of x
(x € £27), while u(x) = u™(x) on the other side (x € £27). At x, jump conditions,

wlr=@")r—@W)r=¢r. loulr =a* (u),.—a (4),. =vr. (4)
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Fig. 1. Graphical demonstration of one dimensional jump conditions enforcement in the GFM.

are given with ¢ = ¢(xr) and ¥ = Y¥(xr) being two (possibly nonzero) constants, and the outer normal direction n
coincides the negative direction of the x-axis, pointing from subdomain 2% to subdomain £2~.

The second type of interface points consists of a pair of interface points, demonstrated by x, and xp, in Fig. 1b,
positioning in two adjacent subintervals. Both interface points in this case are named corners, and the jump conditions
taking place at these two corners are given by

[U]F1 = (u+)1_'1 _(u_)l"l = ¢1_'17 [Olux]l‘l :O[+ (u:—)r] —a (ux_)l—v1 = 1/f1“17 (5)
[u]rz = (u+)Fz - (u_)rz = ¢F27 [auX]Fz = a+ (u)-('—)[vz —a (ux_)[vz = wrz' (6)

We consider to construct dy,u at the five grids shown in Fig. 1. First of all, it is easy to see that the three grids,
{xi_2, Xi—1, Xi+2} in Fig. 1a, and the two grids, {x;_,, Xi+2} in Fig. 1b, are “regular” in the sense that dy,u can be constructed
by the central difference formula

Uiy — 2Uj + Ui
()] = g =R
forj=i—2,i—1,i4+2inFig. laand j =i—2, i+ 2 in Fig. 1b, respectively, since these grids, as well as their left and right
adjacent grids, are all on the same side of point interface x;-. Here «; could be either o™ or «~, depending on whether x;
is in subdomain 2~ or 27.

On the other hand, the discrete operator &yt must be corrected at the two"irregular” grids, {x;, x;;1} in Fig. 1a, and the
three “corner” grids, {x;_1, x;, X;;+1} in Fig. 1b, when at least one adjacent grid positions on the opposite side of the interface
point(s). In this case, jump conditions (4)-(6) must be taken into account in order to deliver accurate approximations. The
GFM and MIB-type methods enforce jump conditions to correct (7) at irregular and corner grids in different manners, but
result in the same formulas after algebraic simplifications in 1D. Details will be provided in below.

+0(h?), (7)

2.1. Enforcing 1D jump conditions in the GFM

To see the connections between GFM and MIB methods, we derive the GFM presented in [30] in a slightly different
way. At irregular grids {x;, X1} (Fig. 1a), we consider approximating (u; ). and (1) . by

(), —u tis1 — (u)
-) = O(h), and (uf),. = L+ o(h). 8
() T ot and (i) = —m— 2+ O(h) (8)
Substituting approximations (8) into jump conditions (4) yields a system of equations
(u+)r - (ui)r = ¢r, (9)
Uipr — (u') W), —u

Hf————— L) —a [ — ] = o(h), 10

o < T ) o ( o Yr + 0(h) (10)

from which limit values (u*)r and (u*)r at x;- can be solved for as

o e (I=nuw+a n(ui — ¢r) —n(1 = nhyr )

() = P +0(h?), (1)
o (T=n)ui+¢r)+atnui —n(1 —nhyr )

"), = wnta(1—n) + O(h?). (12)

This yields representations of (u*)r and (u*)r in terms of {u;, Uir1, or, ¥rh
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At x; in 27, the GFM in 1D could be derived by using finite difference formula

ety = 3 (g @0y — ey @y 1) +0(%) (13)

% ((x— (), —o” (ux)i,%) + O(h)

! ((x_ ((“)nfh_”) o (“‘h”]>> +o().

By substituting (11) into (13), one attains the GFM scheme at x;

(((Uz+1 ér) —u wr(1+—n>)_a_<w)>+0(1), (14)
a h

where & = ( )/( n+a (1- 77))- Similarly, at x;,1 in £2%, the GFM scheme is

@t = (a+ <7“"“ ;”1’“) ~a (”"“ - (;"' o), w(;n» +0(1). (15)

By correcting the discrete operator dy,u according to (14) and (15) at x; and x;,1, respectively, the GFM yields a finite
difference approximation that has an O(1) local truncation error. By using the second order central difference for other
points, the global error of the GFM will be O(h) [25]. We note that the discrete matrix of dy, is symmetric and tridiagonal.
The resulting linear system of equations can then be solved by fast methods, such as the Thomas algorithm [14], for the
values of u at all grids.

Correcting Sy,u at the three corner grids {x;_1, x;, X;+1} (Fig. 1b) is neglected in [30]. However, it is not hard to correct
Syt at corner grids following the same fashion. Here we provide a straightforward formulation to allow the GFM enforce
jump conditions at corner grids.

Following the aforementioned discussions, one can see that correcting dyu at the left corner grid x;_; and right corner
grid x;;1 can be achieved by using jump conditions (5) at the left corner xr, and jump conditions (6) at the right corner
Xy, respectively. Moreover, jump condition [(«uy),]; at the middle corner grid x; can be approximated by

o~ u — ul_-] Lll_—‘2 — Uj
[(aux)x]i = T <(1 — Ul)h - Uzh ) +O(]), (16)

3‘\.—&

[(auy)]; =

where x; — = (1 —mny)h and xp, — x; = n;h for some n; and 7, between 0 and 1. Assuming (u‘)r1 is represented in

terms of {uH, Ui, ¢y, ¥y}, and ( )F2 is represented in terms of {u;, ui11, ¢r,, ¥, }, formula (16) corrects dyu at x; and
can be rewritten in terms of {u;_1, Wi, Uir1, ¢y, ¥ry, ér,, ¥}, in which jump conditions at both corners are involved.
Interestingly, the symmetric and tridiagonal matrix structures are still preserved, while the global approximation error is
still O(h).

2.2. Enforcing 1D jump conditions in the MIB method

MIB-type methods take a difference approach to enforce jump conditions in the finite difference formulation. More
specifically, additional “fictitious values” at irregular and corner grids are introduced in order to correct dyu at these
grids. For the seek of simplicity, a simple MIB-type method, named the MIBV1, is introduced in detail to elaborate the
formulations. It is interesting to point out that the MIBV1 results in the same finite difference formulas as those obtained
by the GFM after algebraic simplifications.

Fig. 2 considers the same 1D jumps taking place at the irregular interface point x; and corners xr, and x, as those
shown in Fig. 1. In the case of irregular point (Fig. 2a), two fictitious values, &i; and ;. 1, are imposed at the irregular grids
x; and x;, 1, respectively. One can view that the two fictitious values are values of unknown function u extended from the
opposite side of the interface point x. With the newly introduced fictitious values, limit values (u*),. and (u™),. can
then be approximated by

(u7) . = (1= nui + nilipr + O(h*),  (u™) . = (1 — )il + nuiz1 + O(h?). (17)
Substituting approximations (17) in jump conditions (4) yields a system of equations
((1 = )it + nuigr) — ((1 = nus + nilip1) = ¢r + O(h?), (18)

ot (%) pe (UHT) Vi + O(h), (19)
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Fig. 2. Graphical demonstration of one dimensional jump conditions enforcement in the MIBV1.

from which the two fictitious values can be solved for in terms of {u;, uj 1, ¢r, ¥r} as

- a 1 1 a
U = *U: + na (* - *) U1 + *¢r ——r + O(h?), (20)
o at 01 o
- 1 1 a a a
Uiy = —(1—n)a (O[+ + a) Uit Ui — ——¢r —h(1—n)———vr + O(h?). (21)

With above fictitious values, central difference approximations can be obtained as
_ o uim1 = 2u; + Ui
o —h2
U — 2uip1 + Uiy
hZ
Substituting (20)-(21) in (22)-(23) yields the same correction formulas (14)-(15) previously obtained for the GFM.
Similarly, correcting dycu at the three corner grids (Fig. 2b) using fictitious values can be obtained by introducing, in
total, four fictitious values: one (ii;_1) at the left corner grid x;_q, two (ii; and ;) at the middle corner grid x;, and one

(U;41) at the right corner grid. Substituting the four fictitious values in the jump conditions (5)-(6) yields a system of four
equations

[(ocuy )x];

) + o(h?), (22)

[(at)lipy = o < ) +0(h*). (23)

(1= i1 + mit) — (1= 1)z + mu;) = ¢r, + O(h*), (24)
o (ui —huiq) _ (u, Uit _ Wi, + O(h), (25)
(1= )i+ matien ) = (1= )t + maiiien) = @r, + O(H), (26)
4+ [ Ui+1 — Ui o Uipn — W) _ ¥r, + O(h), (27)
h h
from which the four fictitious values can be solved for in terms of {u;_1, u;, Uiy1, éry, ¥y, ¢y, ¥r, }. These representations
can then be used in
Ui_p — 2Ui_1 + U;
(el = ot (%) +O(h?), (28)
_(Ui—q — 2u; + 1
[(eru); = o (%) + O(h?), (29)
i — Uiy + U
[l = o* (;;“) +O(h”) (30)

to achieve the corrected formulas of d,u at the three corner grids.

It is interesting to point out that the GFM and MIBV1 actually result in identical numerical formulas, even though their
approaches to enforce the jump conditions are different. Therefore, one dimensional numerical examples comparing GFM
and MIBV1 are omitted in this work. Interested readers are directed to [30] for 1D numerical examples.
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(a) one irregular interface point (b) a pair of corners

Fig. 3. Graphical demonstration of two dimensional jump conditions enforcement in the GFM.

Identical formulas resulted in the GFM and MIBV1 methods are essentially due to the fact that linear polynomials
are employed in jump condition enforcement based on either fictitious values at nodes or jump values on the interface.
In the MIB literature, quadratic polynomials are usually used to ensure a local truncation error O(h) and a global error
0(h?) [19,22,23]. Such a MIB method in 1D will be referred to as the MIBV2 scheme in this paper. We briefly discuss
the idea of the MIBV2 without offering much detail. Taking (u~ ), in Eq. (17) as an example, it will be approximated by
a quadratic polynomial, or in terms of three values, {u;_1, u;, iii.1}. The truncation error will be O(h). In this manner,
two fictitious values i; and ii;,; will be solved in terms of {u;_1, u;, Uis1, Uir2, ¢r, ¥} with O(h?) error. Substituting such
fictitious values in (22)-(23) yields the MIBV2 scheme, which improves the local error from O(1) to O(h). This leads to
0(h?) global error in the maximal norm [25]. The treatment of corner points has been discussed in the mADI method [19].
We note that the order improvement in the MIBV2 breaks the symmetric and tridiagonal matrix structure. Fortunately,
a modified Thomas algorithm was proposed in [19] to solve the system efficiently.

Finally, we note another point that contributes to the identical formulas achieved by the GFM and MIBV1 in 1D. This is
due to the fact that the normal direction at the point interface coincides the x-axis. However, it is not the case in higher
dimensions when the normal directions at interface points, in general, do not coincide grid lines. As a result, the formulas
obtained by the GFM and MIBV1 become different in higher dimensions.

3. Solving parabolic interface problems in two dimensions by the GFM and MIB-type methods

The GFM and MIBV1 methods will be different in higher dimensions. We will elaborate these differences in two
dimensions (2D) in this section. To this end, 2D uniform Cartesian grid meshes are deployed in both x and y directions
over a finite two dimensional rectangular domain 2. For simplicity, we assume h = Ax = Ay in the following discussions.

3.1. GFM and MIB-type methods in two dimensions

Following the same numerical setups and notations in 1D, the GFM in 2D is graphically demonstrated in Fig. 3, in
which both irregular and corner cases are demonstrated by a piece of a 2D closed interface I" (red) cutting one grid line
yj. In Fig. 3a, interface I" cuts grid line y; at an irregular interface point IPY, where the normal vector n forms a nonzero
angle 6 with the positive direction of the x-grid line y = y;. A coordinate transformation formula

ad d .
— =cosf— +sinf—, —
on 0x ay at
is utilized in both the GFM and MIBV1 to convert the jumps at IPY in the normal n and tangential T directions to those
in the x- and y- directions

0 d
= —sinf— + cosf —, (31)
0x ay

[auy] = cosO [auy]p + sin6 [auy ] [au; ] = —sin6 [auy] - + cos 6 [au,] .. (32)

o
For computational simplicity, the GFM [30] assumes that no jump occurs in the tangential direction, i.e., [¢u,]r = 0,
so that the jumps at IPY in the x-direction are obtained by

wlr =), — (), =ér. leulr=a"(Wu)r—a (u)r ~ cos [au] = cosd . (33)

After jump conditions (33) are obtained, one can then follow the same steps (8)-(15) in one dimension to correct Syu at
the two irregular grids {(xi, ¥;), (Xi+1, ¥;)}-
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Fig. 4. Graphical demonstration of two dimensional jump conditions enforcement in the MIBV1.

Similar treatments applied to the corners in Fig. 3b lead to jump conditions at two corners as

Wy =Wy — W)y =, lowln, =at (U;r)r] —a” (ux_)r] A cosO1yry, (34)
(W, =W )r, =Wy, = ¢ry, lomdy, =o' (), —o (1), ~ cosbryr,, (35)

which are used to correct dyu at the three corner grids {(x;i_1, ¥;), (xi, ¥;), (Xix1, ¥;)} in Fig. 3b.
GFM'’s assumption that no jumps occurring in the tangential direction is merely a numerical simplification. More
rigorous formulations [19,22] indicate that the exact jump [au,] at the irregular interface point (x, y;) is

[auy]; = cos@ Y — sin6 [au, ], (36)
= cosf Y —sinfla’ —a7) (uf),. —sinfa” (¢:)r (37)
= cosO Y —sinfla™ —a”) (u;)r —sinfa™ (¢)f, (38)

where the subscript “t” denotes the derivative along the positive tangential direction, and the superscript, “+” or “—"
indicates the derivative is taken in the respective subdomain, 2% or 2.

Comparing (36)-(38) to (33), the ignored tangential jumps in the GFM are clearly revealed. The MIB-type methods
adopt (36)—(38) to estimate [ceuy];- for better accuracy [19]. Notice that when (37) and (38) are used, either u} = 38”—: or

u; = 3{;‘—; shall be numerically approximated, while ¢, = % could be analytically calculated from the known ¢ function.

See [19,22] for the methods to estimate (uf),. and (u;),. Let ¥ ~ [au,]; be an approximation at IPY, a system of
equations

~ ~ 2
- ij i+1j) — - i, i+1,j) = s
((1 = )ity + nuirry) — (1= ugj + niliz;) = ér + 0(h?) (39)

" (wh—ll) o (l‘h—”) — G+ O, (40)

is then established in the MIBV1 method for the two fictitious values ii;; and ;1.
Similar treatments lead to a system of four equations

)

(V=m0 + miig) = (1 =m0+ muij) = éry + O(h?), 0
o <%> —a (%) = ¥y +0(h), )
((1 — )il + ﬂzuf+1,f) — (1= n)uij + miis1j) = ¢r, + O(H), “
at <”’+1Jh_f"1) —a <w> = Vr, + O(h), .

at corners shown in Fig. 4b. Here I/_fpl ~ [auy]r, and 1/_/p2 ~ [auy]r, at the two corners, respectively. Solving the system
(41)-(44) results in four fictitious values @; 1, U, U;j, and Ui;;1; written as the linear combinations of {u; 1, Uij, Uiy 1,

¢F1' I//1‘11 ¢1‘21 ¢F2}~
The main difference between the GFM and MIBV1 in 2D lies in the approximations of [cuy]r and [cu, ] at interface
points. Since such approximations only affect the right hand side values in the discretized jump conditions, the finite
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difference matrix structures of the GFM and MIBV1 in 2D are still the same. Moreover, as in 1D, the global truncation
error of such finite difference formula is also O(h). In other words, the GFM and MIBV1 are first order accurate finite
difference methods in 2D. However, the impact of jump approximations to the GFM and MIBV1 methods is different. For
the GFM, the approximation error underlying [cuy] & cos 6y is O(1), which could be large or small depending on actual
solution. Since the MIBV1 recovers the jumps along the tangential direction and uses them for correcting 8yt at irregular
and corner grids, it is natural to expect that the MIBV1 is more accurate when compared to the GFM. In particular, for
the present parabolic problem, we will follow the scheme proposed in the mADI method [19,22] to estimate tangential
jumps at the next future time step by using function values at the present time step. Assuming time increment is At, we
have [ou]r = v, + O(h? 4+ At) for the MIBV1 method. We thereby consider the MIBV1 an improvement of the standard
GFM [30] in terms of accuracy.

3.2. Time discretization

When coupled with appropriate time evolution methods, both GFM and MIBV1 can be used to form fully-discretized
methods for solving parabolic interface problems (1)-(3). In this work, two implicit time evolution methods, the implicit
Euler (IE) and Douglas ADI (ADI) methods, are selected so that the equilibrium solutions of long-term simulations can be
obtained within a reasonable time frame. Both time evolution methods are known to converge in first order and similarly
accurate so that we expect they are going to deliver close numerical solutions. However, our previous experiments indicate
that the ADI is more efficient when comparing to the IE. We will demonstrate their efficiency by comparing the CPU time
when solving the same interface problem using the IE and ADI methods.

In two dimensions, solving Eq. (1) by the IE method with a uniform time step At yields

(1 — At(Sw + Syl = uf; + Atf, (45)

and solving Eq. (1) by the ADI method with the same time step At yields
(1= Atsuj; = uf; + Atsyuf; + A, (46)
(1— Atsy 't = uf; — AtSuf. (47)

In both time evolution schemes, the finite difference operators &, and §,, have been corrected by either the GFM or
the MIBV1 at irregular and corners grids. The resulting fully discretized methods are then named as GFM-IE, GFM-ADI,
MIBV1-ADI, and so on. We note that the MIBV2-ADI is actually the mADI method reported in [19]. We are interested in
comparing it with newly proposed methods in this work.

It shall be pointed out that the methods involving the GFM are purely implicit by ignoring the tangential derivatives
at the interface points, while those involving the MIBV1 and MIBV2 are actually semi-implicit due to approximating the
tangential derivatives at the next time step t"*! with its value at current time step t" in every time evolution step [19].
This numerical treatment obviously affects the stability and accuracy of the proposed methods. Its impact on the numerical
solutions will be studied using various 2D examples in the next subsection.

3.3. Two dimensional numerical experiments

In this subsection, two dimensional (2D) numerical experiments will be conducted to earn profound insights on the
proposed methods for solving parabolic interface problems. To this end, an exact solution is defined

sin(2x) cos(2y) cos(t) in 2~

ux,y, t) = {cos(Zx)sin(Zy) cos(t) in 2% o

over a finite spatial domain £ = [—0.99, 0.99] x [—0.99, 0.99] from an initial time t = 0 to a final time t = 1. The
interface I" is constructed by a parametric function

r = 0.5+ bsin(ke), (49)

where b > 0 is a real number governing the magnitude and curvature of the interface, k > 0 is a positive integer
determining the number of “heads” of the curve, and 6 is an angle in the range of [0, 27]. Using the exact solution (48),
jump conditions (3) on the interface are analytically given by
[u] = (cos(2x)sin(2y) — sin(2x) cos(2y)) cos(t),
[au,] = 2(sin(2x) sin(2y)(a~ sin(8) — a™ cos(8))
+ cos(2x) cos(2y)(at sin(0) — a~ cos(6))) cos(t). (50)
One can see that jump conditions (50) are actually time-and-space dependent, representing the most general jump
conditions. In a similar fashion, source term f in Eq. (1) is found to be

(8™ cos(t) — sin(t))sin(2x) cos(2y), in £2~

fxy.t)= {(804+ cos(t) — sin(t))cos(2x)sin(2y), in 2% 1)
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Fig. 6. Numerical errors and CPU time obtained in Example 1.
and the initial and boundary conditions are given by
u(x,y, 0) = sin(2x) cos(2y) in 227, u(x,y, 0) = cos(2x)sin(2y) in 27, (52)
u(—0.99,y, t) = cos(—1.98) sin(2y) cos(t), u(0.99, y, t) = cos(1.98)sin(2y) cos(t), (53)

u(x, —0.99, t) = cos(2x) sin(—1.98) cos(t), u(x, 0.99, t) = cos(2x)sin(1.98) cos(t).

Example 1. In the first example, interface is constructed by selecting (b, k) = (0.05, 4), resulting in a smooth and regular
“squircle” interface, demonstrated in Fig. 5a. The contour plot of the exact solution (48) is drawn in Fig. 5a, in which
jumps across the interface can be easily observed.

We study the performance of the two time evolution methods in this example. To this end, GFM-IE and GFM-ADI are
adopted to solve Eq. (1) from t = 0 to t = 1 with a fixed time step At = 1.0E—4 and various spatial meshes ranging from
the coarsest mesh (the number of grids per direction N = 41) to the finest mesh (N = 341). In the GFM-IE scheme, the
linear system at each time step is solved by a biconjugate gradient iterative method implemented in the mathematical
library Slatec https://people.sc.fsu.edu/~jburkardt/f_src/slatec/slatec.html. The obtained results are presented in Fig. 6.

One can see that the two time evolution methods are similarly accurate. The resulting L, and L., errors are almost
indistinguishable, as shown by continuous curves for the GFM-IE and discrete markers for the GFM-ADI in Fig. 6a. It is
understood that the two time evolution methods differ only by a higher-order perturbation term, and the underlying
spatial discretization method is the same. On the other hand, Fig. 6b shows that the GFM-ADI is much more efficient
than the GFM-IE. Difference of their executed CPU time becomes more significant as N increases. In the case of the finest
spatial resolution (N = 341), GFM-IE is about 17 times slower than the GFM-ADI to achieve close accuracy at the final
time. It clearly suggests that the ADI is more suitable to be used for time evolution. For this reason, we will only use the
ADI in the following examples.


https://people.sc.fsu.edu/~jburkardt/f_src/slatec/slatec.html
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Fig. 7. Temporal accuracy and convergence rates obtained in Example 2. The average convergence rates are calculated by obtained results of time
steps in the range of [2.5E—3, 1.0E—1] for the GFM-ADI and [2.5E—4, 1.0E—1] for the MIBV1-ADI, respectively.

Example 2. The second example is borrowed from [19] so that we can focus on comparing the performance of the
two methods, GFM-ADI and MIBV1-ADI, while interested reader is directed to [19] for similar results obtained by the
MIBV2-ADL. Interface in this example is constructed by selecting (b, k) = (0.25, 2), resulting in a 2-headed interface with
sharper curvature, as shown in Fig. 5b. Temporal and spatial accuracy, as well as corresponding convergence rates, are
quantitatively examined in this example.

We first study the temporal accuracy and convergence rate. To this end, N = 321 is fixed, and the time step At varies
from 1.0E—5 to 1.0E—1. The interface problem is then solved from t = 0 to t = 1. Numerical errors and convergence
rates are presented in Fig. 7.

In both Figs. 7a-7b, it is observed that the GFM-ADI is able to achieve better accuracy when At is large, i.e., At >
1.0E—3. However, both L,- and L-errors are flatten quickly after the point of At = 1.0E—3. The best L,-error ~ 2.4E—3
is achieved at At = 2.5E—4 and the best L,-error ~ 1.6E—4 is achieved at At = 1.0E—3, respectively. On the other
hand, MIBV1-ADI starts off with larger errors at At = 1.0E—1, but both errors decline in faster paces as At decreases.
When At < 1.0E—3, the MIBV1-ADI starts to achieve better accuracy than that obtained by the GFM-ADI. Eventually,
the MIBV1-ADI achieves the best L,.-error ~ 2.4E—4 at At = 1.0E—4 and the best L,-error ~ 3.7E—5 at At = 1.0E—4,
respectively. Numerical (average) convergence rates are also demonstrated in Figs. 7a-7b. These rates are calculated at At
over the interval [2.5E—3, 1.0E—1] for the GFM-ADI and [2.5E—4, 1.0E—1] for the MIBV1-AD], respectively. All temporal
convergence rates are found to be greater than or equal to one.

The difference in the temporal convergence patterns of the GFM and MIBV1 methods is believed to be caused by
different numerical treatments of the tangential jumps in two methods. In the GFM-AD], errors introduced by neglecting
tangential jumps at interface points are overwhelmed by errors introduced in temporal discretization when time step At
is large. As At becomes smaller, the tangential errors do not change, and therefore become more significant and eventually
dominate the overall errors when At < 1.0E—3 so that no more reduction of errors is observed in both Ly- and L,-errors
as At continues to decrease. On the other hand, tangential derivative u™?! is approximated by u", and u”, in turn, is
approximated by the numerical treatments described in Section 3.1, in each time evolution step t" of the MIBV1-ADI.
Accuracy of the former approximation obviously depends on the size of At. When At is large, i.e., At > 1.0E—3, the
error is significant, resulting in less accurate numerical solutions. However, this error diminishes quickly as At decreases,
leading to more accurate numerical solutions when At < 1.0E—3.

We next examine the spatial accuracy and convergence rate. A small time step At = 2.5E—6 is fixed so that
the temporal error can be neglected. The numerical errors for various mesh size N are presented in Table 1. Based
on successive mesh refinements, numerically calculated convergence rates are reported for both L, and L., error
measurements. One can see that the spatial convergence rates obtained by both methods are mostly between one and
two, while the rates obtained by the MIBV1-ADI are slightly higher than those obtained by the GFM-ADI.

Example 3. We continue to examine the performance of the two methods on an example with a more complicated
4-headed interface constructed by choosing (b, k) = (0.25, 4), as shown in Fig. 8a. The MIBV2-ADI is also adopted in
this example to be compared with the GFM-ADI and MIBV1-ADI. The same numerical setups in Example 2 are reused
here for temporal experiments. On the other hand, the spatial experiments start with N = 81 in order to capture the
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Fig. 9. Temporal accuracy and convergence rates obtained in Example 3. The average convergence rates are calculated by obtained results of time
steps in the range of [2.5E—3, 1.0E—1] for the GFM-AD]I, [1.0E—4, 1.0E—1] for the MIBV1-ADI, and [7.5E—5, 1.0E—1] for the MIBV2-ADI, respectively.

Table 1
Spatial accuracy and convergence rates obtained in Example 2.
N GFM-ADI MIBV1-ADI
Loc Lz L:,o LZ
Error Rate Error Rate Error Rate Error Rate
21 2.08E—02 4.19E-03 1.09E—-02 1.75E—-03
41 1.31E-02  0.69 2.04E-03  1.08 3.64E-03 1.64 5.77E-04  1.66
81 6.21E-03  1.10 7.02E-04 157 1.92E-03 093 525E-04 0.14
161 2.71E-03 1.21 341E-04 1.05 6.22E-04 1.64 1.31E-04  2.02
321  238E-03 0.19 2.01E-04 0.76 2.39E-04 139 3.66E—05 1.84

sharp change of the interface in this example. The obtained temporal results are presented in Fig. 9. One can see that all
three methods are still capable of maintaining first order temporal convergence rates in this example.

The spatial results are presented in Table 2. The spatial convergence rates obtained by the GFM-ADI and MIBV1-ADI
are still close the one, while the rates obtained by the MIBV2-ADI are closer to two. Results obtained in this example
strongly suggest that all three methods are robust and capable of delivering accurate approximations on examples with
fairly complicated interfaces.
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Fig. 11. Temporal accuracy and convergence rates obtained in Example 4. The average convergence rates are calculated by obtained results of time
steps in the range of [2.5E—3, 1.0E—1] for the GFM-ADI, [1.0E—4, 1.0E—1] for the MIBV1-ADI, and [7.5E—5, 1.0E—1] for the MIBV2-AD], respectively.

Moreover, the obtained CPU time in Fig. 10a shows that all three methods are similarly efficient in practice. Here, with
a fixed At and total time steps, the CPU time is plotted against the degree of freedom N in log-log scale. The complexities
of three methods all appear to be linear with respect to N. As a demonstration, the linear trend of the data obtained for
the GFM-ADI method is presented by the dashed line. The slope of this straight line is found to be 0.892. This indicates
that the complexity of the GFM-ADI scales as O(N°892) in this example. The efficiency of the present three ADI methods
is some of the fastest for solving parabolic PDEs, because the underlying Thomas algorithm in each ADI step is an O(N)
method.

Example 4. The most complicated 2D interface examined in this work is constructed by selecting (b, k) = (0.2, 6), resulting
in a 6-headed interface as shown in 8b. The obtained CPU time (Fig. 10b), temporal (Fig. 11) and spatial (Table 3) results
are similar to those obtained in Example 3.

For this example, the space accuracies of the GFM-ADI and MIBV1-ADI schemes in estimating solution gradients are
considered in Table 4. Here, for the numerical solution u at the final time step t, = 1, the central differences are employed
to approximate 2¢ and g—; Such a central difference approximation further degrades the spatial order of convergence.
Thus, it can be seen in Table 4 that the GFM-ADI error is essentially divergent in Lo, norm, while converges about O(h%?)
in L, norm. By incorporating tangential jumps, the MIBV1-ADI yields a slightly better accuracy. Its gradient error is not
divergent in L., norm, and converges exactly on the order of 0.5 in L, norm. However, an additional error is involved in
the present MIBV1-ADI gradient approximation, because in mADI schemes, the tangential jumps are calculated from the
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Table 2
Spatial accuracy and convergence rates obtained in Example 3.
N GFM-ADI MIBV1-ADI MIBV2-ADI
Loo L, Leo L, Leo Ly
Error Rate Error Rate Error Rate Error Rate Error Rate Error Rate
81 1.07E—02 9.72E—04 2.59E-03 4.41E—-04 1.93E-03 3.28E—04
161 7.76E—-03 0.46 6.71E-04 054 1.31E-03 0.99 3.16E-04 049 559E-04 1.80 9.32E-05 1.83
321 297E-03 139 3.27E-04 1.04 3.54E—-04 1.90 9.00E-05 1.82 1.12E-04 233 148E—05 2.66
Table 3
Spatial accuracy and convergence rates obtained in Example 4.
N GFM-ADI MIBV1-ADI MIBV2-ADI
Lo L, Leo L, Lo Ly
Error Rate Error Rate Error Rate Error Rate Error Rate Error Rate
81 1.31E-02 1.62E—-03 4.75E—-03 9.11E-04 2.07E—-03 3.70E—04
161 5.78E-03 1.20 576E—04 151 1.85E-03 1.37 3.63E—04 134 526E-04 1.99 749E-05 2.32
321  5.19E-03 0.16 467E—04 0.30 3.80E-04 229 1.09E-04 1.74 2.02E-04 2.39 2.32E-05 1.70
Table 4
Accuracy and convergence rates for calculating gradients in Example 4.
N GFM-ADI MIBV1-ADI
Leo L, Loo L,
Error Rate Error Rate Error Rate Error Rate
81 1.96 1.97E-01 9.91E-01 1.79E-01
161 158 0.32 1.35E-01 0.54 9.91E-01 0.00 1.27E-01 0.50
321 2.99 —0.92 9.98E—02 0.44 9.91E-01 0.00 9.04E—02 0.50
Table 5
«-tests obtained in Example 4.
at e GFM-ADI MIBV1-ADI MIBV2-ADI
Loc L2 Loo LZ Loo LZ
10:1 5.19E—-03 4.67E—04 3.80E—04 1.09E-04 2.02E—04 2.32E-05
40:1 7.67E—03 6.44E—04 4,66E—04 1.26E—04 2.85E—04 3.19E—05
160: 1 9.01E-03 7.18E—04 4.96E—04 1.32E—04 3.10E—04 3.49E—05
320:1 9.35E—-03 7.34E—04 5.00E—04 1.33E-04 3.08E—04 3.53E-05
640 : 1 9.56E—03 7.42E—04 — — - —
1:10 4.82E—-03 8.44E—04 7.61E-04 1.99E—04 1.94E—04 3.59E—05
1:40 6.18E—03 1.31E-03 1.06E—03 2.73E—-04 2.73E—04 5.28E—05
1:160 6.77E—03 1.52E—-03 1.35E—-03 3.38E—04 3.15E—-04 6.07E—05
1:320 6.89E—03 1.57E—-03 1.66E—03 4.67E—04 3.20E—04 6.20E—05
1:640 6.95E—03 1.59E—-03 2.48E—-03 9.94E—-04 3.61E—04 7.50E—05

previous time step t,_1, not at t,. For this reason, the gradient improvement of the MIBV1-ADI over GFM-ADI is very slim.
In particular, it is believed that the non-convergence pattern of the MIBV1-ADI in L,, norm is due to such a temporal
error. Moreover, the gradient errors of the MIBV2-ADI are found to be exactly the same as those of the MIBV1-ADI, due
to the same temporal error. Better gradient approximation techniques will be explored in the future for both GFM-ADI
and MIB-ADI methods.

Besides the shape of the interface, another factor which is known to affect the performance of the proposed numerical
methods is the contrast ratio of ot : «~. When the ratio is extremely large or small, it has been found that MIB-type
methods could be unstable, while GFM-type methods are still able to converge. In order to illustrate the impact of ™ : o™
on the stability of the proposed methods, we nail the smaller value of « equal to one on one side of the interface, and
vary its larger value on the other side. Obtained results are presented in Table 5.

The GFM-ADI is found to converge in all tested cases shown in Table 5, while both MIB-type methods diverge in the
case of ™ : = = 640 : 1 or even larger ratios. It is interesting enough to see that both MIB-type methods diverge only
when o™ : o~ = 640 : 1, but converge when the ratio is reversed (et : @~ = 1 : 640). We reason the divergence is
caused by the numerical treatments of [«uy] and [au,] in current implementations. As the matter of the fact, Eq. (37)
and its analog in the y-direction are actually the ones used for estimating jumps [cu,] and [cu,] from the £27F-side of
the interface, while Eq. (38) and its analog are not used at all in current MIB implementations. It points out a direction
to improve the current MIB methods. If Egs. (37)-(38), as well as their analogs in the y-direction, can be chosen wisely
for approximating [«uy] and [«uy ], the stability of the MIB methods may be improved. A development in this direction is
under construction and will be reported elsewhere.
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4. Solving parabolic interface problems in three dimensions by GFM and MIB-type methods
4.1. GFM and MIB-type methods in three dimensions

In three dimensions (3D), interface I becomes a closed hypersurface. The extension of the GFM is fairly straightfor-
ward, so it will be mentioned first.

In 3D, jump [ou,]r at an interface point is decomposed into three directional jumps in x, y, and z directions,
respectively, in the GFM. Provided the hypothesis that, at an interface point, no jump occurs in the tangential plane
orthogonal to the normal vector, each of above directional jumps is treated as the actual jump in that particular direction
and used to correct S, dyyu, and 8, u at irregular and corner grids near the interface point. More details can be found
in [30].

On the other hand, tangential jumps are required to be estimated in MIB-type methods. In three dimensions, a
particular non-orthogonal local coordinate system is proposed in [23] so that two particular tangential directions in
the tangential plane are selected, and jumps in these two tangential directions are numerically approximated. The
approximated tangential jumps are then used for estimating jumps in x, y and z directions. This unique treatment lowers
the dimension by one for the task to estimate the jumps in x, y and z directions. This treatment has not been commonly
seen in others’ work. We shall elaborate this novel treatment in below.

At an interface point IPY(x;, yr, z;) on the straight line where the plane x = x; meets the plane z = z, an outer
normal vector is provided as & = (ny, ny, n;). A local coordinate system (£, 5, ¢) is desired with two vectors, n and ¢,
not necessarily orthogonal, to span the tangential plane of the interface at the point IPY. One possible choice is to select
n on the straight line where the tangential plane intersects the plane x = x;, and ¢ on the intersection line where the
tangential plane meets the plane z = z;. A pair of unit vectors of n and ¢ is given by

n=|o n, ny B ny o m 0
- b b b - 9 b .
2 2 2 2 2 2 2 2
/n2 + n2 /n2 + n2 /ng +n2 /n2 +n2

The local coordinate system (&, 1, ¢) can then be related to the global coordinate system (x, y, z) via a transformation
formula

¢ (54)

My n n,
s X 0 nz _ ny X
n|= Py VA Jnf,—»—n% ‘/n}2,+n§ Yy, (55)
; z ny _ Ny 0 y4

,/n,z(+nJ2, ‘/nf-#n)z,

where the coordinate transformation matrix P, is nonsingular, so that the desired jump conditions in x, y and z directions
can be obtained by

Wr [auy]r [“u‘?]l‘
(‘/’y)r = [auy]r = qu [“uﬂ]r ’ (56)
W)r [au,]r [(xug]r
where
[auf]r =vr,
[aun]r =at (q)n)r + (ot —a™) (u;)r =a” (¢n)r + (T —a™) (un+)1" , (57)

[auf]r =at (¢f)r (@ —a7) (u{_)r =a (¢§)r (@ —a) (“?)r’
Notice that the three jumps, ¥, (¢,) . and (¢;) ., can all be obtained analytically via the imposed jump conditions at the
interface point IPY, while the tangential jumps (u;) . (). (u7) . and (uf) . in (57), must be numerically estimated,
for example, by the method proposed in [23]. After approximations to directional jumps [au ] ., [au, ], and [au],. in

(56) are obtained, one can follow similar procedure mentioned previously in one and two dimensions to correct dl, dyyu,
and d,,u at the irregular and corner grids near the interface.

4.2. Time discretization

For both GFM and MIB-type methods, a Douglas-Rachford ADI method is employed for time evolution in 3D,

(1= Ataufy i = Uy + AU, + ALl + A (58)

(1— Atﬁyy)uz;k = ui*’j’k — Atﬁyyu?,j,k, (59)
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Fig. 12. Numerical solutions and errors at the final time t = 1 obtained in Example 5.

(1-— Atﬁzz)uzﬂl = uff, — At Ul

4.3. Three dimensional numerical experiments

x> 2 2
S(x,y,2) = 7 +y 4z -1,

729

(60)

where u* and u*™* are two intermediate values. As in 2D, the temporal order of such ADI method is also one. The resulting
fully discretized methods will also be named as GFM-ADI, MIBV1-ADI, and MIBV2-ADI.

Example 5. An example is constructed to examine the capability of the three methods for solving problems with 3D
interfaces. In this example, the interface is a simple smooth ellipsoid surface constructed as the zero level set of

(61)
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Fig. 13. Temporal accuracy and convergence rates obtained in Example 5. The average convergence rates are calculated by obtained results of time
steps in the range of [8.0E—4, 2.0E—2] for all three methods.

Table 6
Spatial accuracy and convergence rates obtained in Example 5.
N GFM-ADI MIBV1-ADI MIBV2-ADI
Loo L2 Loo LZ Loo LZ
Error Rate Error Rate Error Rate Error Rate Error Rate Error Rate
20 2.56E—01 5.42E—02 2.97E-01 5.16E—02 3.64E—01 5.47E—02
40 1.92E-01 0.41 1.44E-02 191 1.69E-01 0.82 1.34E-02 1.95 127E-01 152 1.30E-02  2.07
80 1.14E-01 0.76 489E—-03 1.56 8.74E—02  0.95 3.41E-03 1.98 5.65E—-02 1.17 3.19E-03 2.03
160 6.77E-02 0.75 1.86E-03 1.39 3.18E—-02 1.46 9.17E—-04  1.89 1.20E—-02 2.24 1.59E—-04 4.32

This interface is regular and convex, and each grid line cuts the interface at most twice. The numerical solution is
constructed as

(cos(2x) 4 sin(2y) + cos(2z))sin(t) in £2~
ux,y, t) = (62)
(sin(2x) + cos(2y) + sin(2z))sin(t) in 2F

A 3D computational domain [—4, 4] x [—4, 4] x [—4, 4] is used. At the final time t = 1, numerical solutions and errors
on the surface obtained by the three proposed methods with At = 1.0E — 4 and N = 160 are graphically demonstrated
in Fig. 12. More detailed temporal and spatial results are presented in Fig. 13 and Table 6, respectively. It is found that
the temporal convergence rates are close to one, while the spatial convergence rates are even better than those obtained
in examples with complicated 2D interfaces due to the simple shape of the interface used in this 3D example.

In summary, we conclude that all three methods can be successfully extended to solve three-dimensional interface
problems. The obtained numerical accuracy and convergence rates are comparable to those obtained in two dimensional
cases.

5. Conclusion

In this work, two new ADI schemes are developed and compared for solving parabolic interface problems in two and
three dimensions. First, a GFM-ADI scheme is proposed for the first time in the literature. Second, a MIBV1-ADI scheme
is constructed by downgrading the second order matched ADI or MIBV2-ADI method [19] to first order. Interestingly,
the finite difference matrices of the GFM-ADI and MIBV1-ADI are the same in all dimensions - all being symmetric and
diagonal. Moreover, both schemes maintain the ADI efficiency - the computational complexity for each time step scales
as O(N) for a total degree of freedom N in higher dimensions. The only difference is that the MIBV1-ADI and MIBV2-ADI
schemes calculate tangential jumps which are omitted in the GFM. In other words, the MIB scheme can be regarded as
higher order generalization of the GFM. In fact, high order MIB schemes, such as fourth order or even higher, have been
constructed for solving general interface problems [20,21].

The performances of the GFM-ADI and MIBV1-ADI for solving parabolic interface problems with complex interfaces in
two- and three-dimensions are investigated through numerical experiments. The obtained results show that both methods
are capable of achieving first order of temporal convergence in ADI computations. For spatial accuracy, even though both
schemes have the theoretical convergence rate being one, the MIBV1-ADI method is more accurate by taking into account



C. Li, Z. Wei, G. Long et al. / Computers and Mathematics with Applications 80 (2020) 714-732 731

the tangential derivatives at the interface points in the formulations. Nevertheless, the GFM-ADI method is more stable
due to its fully implicit nature, while the MIBV1-ADI becomes semi-implicit when calculating tangential jumps using
function values in the previous time steps. The O(N) complexity of both schemes is also numerically verified.

The two proposed ADI methods have great potential to be applied for solving practical interface models. For instance,
the application of the GFM-ADI scheme for solving the nonlinear Poisson-Boltzmann equation has been considered in [64].
Future developments of MIB-type methods are under construction to improve their stability and will be reported in a
separate work in the future.
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